Guaranteeing Temporal Validity with a Real-Time Logic of Knowledge

Stuart Anderson and Juliana Küster Filipe
School of Informatics
University of Edinburgh
The King’s Buildings, Mayfield Road
Edinburgh EH9 3JZ
{soa|jkfilipe}@inf.ed.ac.uk

Abstract

In applications where data needs to be shared among distributed components it is desirable to have overall data consistency at all times. This is crucial for safety-critical systems, where inconsistency can lead to failures. Overall continuous data consistency is, however, rarely possible to achieve. For distributed systems, a relaxed view based on the temporal validity of data can be proven sufficient. If components in a distributed computer-based system have different temporal validity constraints for the same data, then as long as these constraints are satisfied overall system inconsistency is not harmful. We propose the use of a formal analysis technique for guaranteeing temporal validity of shared data. The approach is based on a real-time temporal logic of knowledge suitable for verification through model checking. It allows us to check that the shared data in the system is consistent “enough” and cannot be a source of failure. We illustrate the approach with an open dynamic real-time distributed computer-based system.

1. Introduction

In distributed real-time applications where data needs to be shared among distributed components it is desirable to have overall data consistency at all times. It can be important in particular for safety-critical systems, where inconsistency can lead to catastrophic failures. Typical examples of safety-critical systems include systems in healthcare environments, nuclear power plants, air traffic control and industrial automation. Both [11, 12] give several examples of software-related safety failures. In what follows, we are particularly interested in the analysis and design of real-time computer-based systems, that is systems which combine both humans and technological devices.

For real-time systems it also makes sense to think about the temporal validity of shared data. Data can be considered to have a limited temporal validity. This because data may change over time and consequently its usefulness changes as well. The older the data gets the more unusable and unreliable it becomes. If the data is crucial for a human operator to perform a critical task, then to maintain the freshness of the data becomes vital. For example, consider systems which are continuously or periodically monitored by humans. If old data is displayed then the system is actively misleading the human (who reacts according to the monitored data) and contributing to a hazardous scenario. However, rather than continuously updating the data all we need is to guarantee data freshness in accordance to its temporal validity. In addition, it can be that different components in a distributed computer-based system need to have access to the same data but under different temporal validity constraints. This means that maybe one component in the system is always accessing older data than another component. Inconsistency in these cases will not be harmful as long as we can guarantee that the different temporal validity constraints are always locally satisfied.

Traditionally, the way to deal with this is to define scheduling mechanisms in such a way that higher priority is given to a component that needs fresher data [9, 4]. However, it may be the case that data requirements are not periodic or known in advance. This means that we would need dynamic scheduling mechanisms instead. These are not necessarily so easy to establish.

We are mostly interested in a more abstract view of the problem for analysis and design (thus laying the constraints that a scheduling mechanism at the implementation level has to satisfy). Notice that we are neither focusing on how to move from design to implementation, nor on efficient implementation mechanisms for maintaining temporal coherence of data directly. Other work, for instance [7], shows how to decompose system-level timing constraints (these include separation constraints which correspond to what we call temporal validity constraints here) into a schedulable set of fully periodic tasks. Also [18, 17, 20] explore
for examples such as stock trading, how to implement efficient push-pull mechanisms guaranteeing dissemination of data in accordance to temporal validity constraints.

By contrast, there seems to be little work on explicitly considering temporal validity of data in analysis and design of real-time systems or even in more formal approaches. Furthermore, it is recognised that there is only a limited support for timing and schedulability analysis by current design tools and methodologies [19]. It strikes us, however, as a crucial aspect to guarantee the absence of some sources of failure. Moreover, the notion of temporal validity also loosens the assumption of overall data consistency in the system from at all times to within local time frames.

We propose the use of a formal analysis technique for determining the temporal validity of shared data in real-time distributed applications. The approach is based on a real-time extension of a temporal logic of knowledge. Temporal logics of knowledge (see e.g. [8]) are logics which combine temporal operators (always in the future, sometime in the future, until and so on) with modal knowledge operators of traditional modal logics of knowledge (or epistemic logics). In general terms, the advantage of a knowledge operator is that it allows one to make precise the knowledge that an element in the system has (it can be a process, object, component or subsystem). Indeed, modal logics of knowledge (and temporal logics of knowledge) are commonly used in formal approaches of distributed computing. Moreover, model checking results have been established for some of these logics with interesting applications, for instance the checking of security protocols in [2]. However, temporal logics of knowledge generally do not consider real-time. Our logic combines the real-time characteristics of a well-known logic TCTL (Timed Computation Tree Logic) [1] with the advantages of an explicit knowledge operator. Because the logic is kept simple, automated verification through model checking is feasible. With respect to the concerns of this paper, we can with our approach check that the shared data in the system is consistent “enough” and cannot be a source of failure.

We illustrate the approach with a system which is not safety-critical but for which other QoS requirements like performance and reliability are of importance. Moreover, temporal validity issues have in this example an impact on the dependability of the system (more concretely on the mentioned QoS requirements). We consider the ParcelCall1 case study: a parcel localisation system which is being developed as an European research and technology development project. ParcelCall constitutes an open dynamic real-time distributed computer-based system.

This paper is structured as follows. In Section 2, we discuss briefly temporal validity aspects in design. We then introduce a simplified description of ParcelCall. How temporal validity aspects for ParcelCall can be specified is explained in Section 4. We finish the paper with some concluding remarks.

2 Temporal Validity in Design

Since the Unified Modeling Language (UML) was adopted as a standard modelling language by the OMG in 1997, the applicability of UML for real-time systems has been widely considered (see for instance [5] among others). Even though UML’s core concepts are not thought for dealing with real-time aspects, UML has been designed to be extensible. This means that UML offers extension mechanisms (through the concepts of stereotypes, tagged-values and constraints) to be able to express aspects which are not covered by the core constructs. Even more recently, UML1.4 [13] introduced the notion of UML profiles (sensible collections of extension mechanisms for a particular domain) and thereafter several requests of proposals for UML profiles have been issued by the OMG to address important areas. For example, a profile for Schedulability, Performance and Time [15] has recently been approved and work is under way for a UML profile for Modelling Quality of Service (QoS) and Fault Tolerance Characteristics and Mechanisms [14].

Though as simple as temporal validity may sound it does not seem to be addressed explicitly. In [5] Douglass stresses that old data can lead to supplying misleading information, which in turn may lead to hazardous conditions. Temporal validity as we understand it is, however, not considered, nor is how to deal with it in analysis and design of real-time distributed systems. It is not a difficult matter, and there are several indirect ways to cover temporal validity aspects of data. We could for instance use tagged values, constraints or even more informally notes to give some sort of indication on the temporal validity of data necessary at different locations or components in the system. Though ideally we should capture it in a way that would allow us to do adequate satisfiability checks.

Alternatively we could during design already want to consider a data replication strategy and model it explicitly in UML, for instance using activity diagrams. In this way we could possibly model the Just in Time Real-Time Replication (JITRTR) algorithm given in [16]. But this algorithm only works for static systems which is a stronger assumption than we want to make.

We propose the use of a formal analysis technique for determining the temporal validity of shared data in real-time distributed applications. The approach we advocate consists in expressing temporal validity constraints on data in design using UML’s Object Constraint Language (OCL). OCL currently does not support real-time constraints directly, and

1Publications and project description can be found at http://www.parcelcall.com.
there is recent work on temporal and real-time extensions of OCL (for instance [3] and [6] respectively). Neither does, however, address temporal validity constraints as needed though such an extension can be quite simple for [3].

OCL allows us to describe invariants on classes and types; pre and postconditions on operations and methods. Temporal validity constraints always have to hold and can thus be understood as special kinds of invariants. It is an invariant which states within what time data has to be refreshed (or equivalently, within what time a new update operation has to follow the occurrence of the immediately preceding one). This is indicated in Figure 1, where \( \text{new}_j() \) corresponds to an update operation on the value of data \( j \) at component \( C \) with temporal validity \( \text{tv} \) (the new value is carried in the argument of the operation). In order for the temporal validity constraint to hold, we know that the third \( \text{new}_j() \) has to occur before time \( t \).

To be able to express data temporal validity constraints in some OCL extension has the advantage that we can easily translate the constraints into logical formulae to enable formal reasoning. In our case, it corresponds to a simple real-time logic of knowledge. Finally, this means that we can verify data temporal validity constraints (which are local to a component within a distributed system) with respect to the model of the system. For space reasons we just give an overall idea of how the approach works in Section 4.

### 3 The ParcelCall Example

The overall aim of the ParcelCall project consists of exploring the development of a low cost information infrastructure that enables the continuous information of the exact geographic position of parcels at any time. The result is thus a parcel localisation system which in the sequel we refer to simply as the ParcelCall system. The system corresponds to an open distributed system which is to be integrated with the legacy systems of transport and logistic companies. As a consequence of this integration, logistic or transportation companies (carriers) will be able to offer better and additional services to customers. For example, provide a customer the option to query the location and status of her transportation goods, more accurate delivery times, faster parcel delivery, and so on.

An initial ParcelCall system specification considered three main components:

- a **Mobile Logistic Server (MLS)**: is an exchange point or a transport unit (container, trailer, freight wagon, etc). The transport units carry the parcels. Since containers can be inside other containers MLSs form a hierarchy. Main MLSs always know their current location via the GPS satellite positioning system.

- a **Goods Tracing Server (GTS)**: comprises several databases which contains MLS hierarchies. Moreover, it keeps track of all the parcels registered in the ParcelCall system. GTS is also the component which is integrated with the legacy system of transport or logistic companies.

- the **Goods Information Server (GIS)**: is the component which interacts with the customers and provides the authorised customer the current location of her parcels, keeps her informed in case of delivery delays, etc. Customers can interact with this component from a mobile phone (using WAP) or from a computer (using a web browser).

Figure 2 shows the architecture of ParcelCall in a UML-like notation: the three main components, some of their offered interfaces and component dependencies (others are omitted to simplify). For example, the GIS component of-
of technological devices. According to the presented architecture, if a human carrier needs to reroute a parcel she will interact with GTS via the interface IParcelManagement.

The parcels itself are leafs in MLS hierarchies, and since containers and parcels can move between other containers these hierarchies are dynamic. Parcels have tags on them, and the ParcelCall project considered two possible kinds of tags: passive and active tags. We are herein interested in the active tags. Parcels with active tags know their current location via the GPS satellite positioning system, and send messages when their position changes.

The following are simplified assumptions we take here to illustrate temporal validity aspects:

- When the position of a parcel changes, the parcel (a MLS component object) sends a message (asynchronously) to the GTS component (via the interface IParcel).
- The GTS component knows for each registered parcel its delivery plan, its present location, its destination address, etc.
- The GIS component knows the registered parcels in the system, and the customers that are authorised to query their status and location.

Both GTS and GIS need to use the location data of parcels which must therefore be updated regularly. These components have different temporal validity assumptions on the data.

- GIS: The location of a parcel has a temporal validity which is not necessarily the same for all the other parcels. For instance, it may well be that a customer paid extra for being able to know the location of a parcel more accurately. In that case the data has a more limited temporal validity. We assume that there is a formula for calculating the temporal validity of a given parcel (more later).
- GTS: We assume that the temporal validity of location data for parcels is given by a constant $t$.

Notice that if the temporal validity constraints at GIS are always satisfied then we know that a customer will always have the right information on the status of his parcels and in accordance to his user tolerance. This denotes a QoS requirement on the system.

4 Expressing Temporal Validity

4.1 Using OCL

In [3] we defined an after-eventually (AE) template for describing certain temporal contracts.

Like an invariant or a pre/post-condition pair, an AE template is written in the context of a type, typically a classifier such as a class or a component from a UML model. As there, “self” may be used to refer to the instance of this type to which the contract is being applied.

The after: clause expresses some trigger for the contract: once the condition it expresses becomes true, the contract specifies a guarantee that the condition expressed in the eventually: clause will eventually become true. Notice that there is, in this particular example template, no intention that the eventually: clause should be required to become true immediately; the subtlety of this template is precisely that it is able to talk about consequences at a distance.

For expressing temporal validity constraints we want to restrict this template with respect to the time within which the eventually: clause is required to become true. We do so, by adding a third clause within: which expects a time value.

Coming back to the ParcelCall example. Assume the following

- In the MLS component, Parcel is a class with attributes id and location, and an operation update() which updates the value of location.
- In the GTS component, Parcel is a class with attributes id and location, and an operation new(l) which updates the value of location to $l$.
- In the GIS component, Parcel is a class with attributes id, location and deliverymode (of type natural number), and an operation new(l) which updates the value of location to $l$.

The following OCL constraint

context Classifier
  after: oclExpression
  eventually: oclExpression

states that after a parcel (self) updated its location (after receiving a new signal from GPS) it will eventually notify GTS of the new location (meaning that the corresponding parcel at GTS will update its location value). Note that the :: notation is used in OCL to indicate a path, for example from a component MLS to a class Parcel. Also, self is essentially used as a variable and always refers to an instance of the contextual class (in this case Parcel at MLS). It can be omitted if the context is clear like in the examples below.

For the temporal validity constraints we have
context GTS::Parcel
  after: new(a)
  eventually: new(b)
  within: t

for component GTS. It is essentially just capturing what was depicted in Figure 1. The constraint is very similar for GIS but instead of a time constant we need a formula for calculating the temporal validity of the data for a given parcel. As an example we considered the result of multiplying the value of deliverymode by a constant \( o \).

context GIS::Parcel
  after: new(a)
  eventually: new(b)
  within: deliverymode \times o

4.2 Using a real-time logic of knowledge

For the purpose of the present paper, we only present the syntax of our simple logic.

Syntax of the Logic. Let \( \mathcal{P} \) be a set of atomic propositions, and \( \mathcal{A} \) a set of action symbols. The formulae of our real-time temporal logic of knowledge are inductively defined as follows

\[
\varphi := false \mid p \mid \varphi \rightarrow \varphi \mid K_j \varphi \mid (a)\varphi \mid \varphi \cup b c \varphi
\]

where \( p \in \mathcal{P} \), \( j \) denotes a system component, \( a \) is an action symbol in \( \mathcal{A} \), \( e \) is a rational number, and \( \theta \in \{,<,\leq,=,\geq,>\} \).

In particular for a distributed system component \( i \), \( K_i \varphi \) intuitively means that \( i \) knows \( \varphi \) from its local viewpoint (Note: the knowledge operator captures the notion of locality which is very important in a distributed system, where parts of the system may actually be unknown. It implies that we can do local reasoning instead of an impossible global reasoning).

\( \cup b c \) is a bounded until operator where for example \( \varphi_1 \cup b c \varphi_2 \) informally means that \( \varphi_2 \) has to hold at a point in time less than \( c \) and until then \( \varphi_1 \) will always hold. The meaning of \( (a) \) is as usual in logics like the mu-calculus: the action \( a \) is the next transition to happen. Notice that we are assuming that actions have no duration, that is, actions are instantaneous. The logic is interpreted over timed automata, but the formal semantics of the logic is omitted in this paper. For more details see [1] for a semantics of the bounded until temporal operator, and [8] for a usual semantics of the knowledge operator.

We can express the previous OCL constraints by formulae in this logic. Note, that to simplify the presentation in the following formulae we use the \( F \) temporal operator (sometime in the future) instead of the above mentioned until operator. Indeed, all temporal formulae using \( F \) or \( G \) (always in the future) can be rewritten with \( U \).

\[
K_{MLS::q}(\langle \text{update}() \rangle)
\]

\[
F_{>0} (\mathcal{GTS} :: p.new(q.location) \land q.id = p.id)
\]

The above formula is stated from the local viewpoint of a parcel \( q \) within MLS component. Here instead of the OCL’s “self” we have to use a variable \( q \) to denote an instance of parcel. It reads literally as “after an update action occurred, sometime in the future a message is sent to \( p \) in GTS, and the id of \( p \) and \( q \) is the same”.

The temporal validity constraints make use of the bounded until, which contains in each case the temporal validity of the data in that component.

\[
K_{GT::p}(\langle \text{new}(a) \rangle F_{\text{deliverymode} \times o} \langle \text{new}(b) \rangle \text{true})
\]

\[
K_{GIS::p}(\langle \text{new}(a) \rangle F_{<\text{deliverymode} \times o} \langle \text{new}(b) \rangle \text{true})
\]

In the first case, where the temporal validity is determined by a constant \( t \), it says that after \( \text{new} \) occurs then in less than \( t \) units of time \( \text{new} \) has to occur again.

5 Discussion

In this paper, we proposed the use of a formal analysis technique for determining the temporal validity of shared data in real-time distributed applications. The approach suggests to use OCL in analysis and design directly (using a new template which allows one to express among others temporal validity constraints) and use a real-time temporal logic of knowledge for formal reasoning.

A natural advantage to use OCL (or some extension of it) to express temporal validity constraints on data is that the modeller does not need to know the details of the underlying logical formalism. Tool support can do the translation automatically. The logical formalism is useful because it enables formal reasoning. The presented logic can be used for automated verification through model checking (there is nothing in the logic which could present new difficulty in model checking as all operators are standard). We plan to build on top of existing model checking tools. Particularly suited is UPPAAL [10], an integrated tool environment for modelling, validation and verification of real-time systems which uses timed automata as underlying models and a variant of TCTL as a logic.

Finally, the presented formalism allows us to check that the shared data in the system is consistent “enough” and cannot be a source of failure. In a broad sense a failure can
mean that a particular quality of service requirement is not being met. This is particularly important if we are dealing with safety-critical systems where failures can lead to hazards. We therefore believe that our approach is a valuable addition to hazard analysis and hazard-control measures during early stages of software development of safety-critical systems.
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